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A B S T R A C T

The Western Mediterranean Sea is often affected by heavy precipitation which frequently generates floods or
even flash floods. These events generally produce brief but major freshwater inputs in the ocean. In order to
evaluate the sensitivity to the representation of river freshwater input, three different runoff forcing dataset are
used to drive the NEMO ocean model: a monthly climatology, an observational dataset with a daily or a hourly
frequency. The sensitivity is investigated over the first Special Observation Period (SOP1) of the HyMeX program
that took place in autumn 2012, in two configurations of NEMO: the first is WMED36 over the Western
Mediterranean Sea at 1/36°-resolution and the second is a new configuration covering the North-Western
Mediterranean Sea with a 1/72°-resolution named NWMED72. With NWMED72, the impact of the representa-
tion of the river freshwater flux, i.e. moving from a surface flux to a vertical distribution of the flux, is also
evaluated. The results show that the ocean stratification is significantly modified locally in simulations where
runoff observations are used compared to those using the climatology. The sea surface salinity is modified as well
as the mixed layer which is thinner as bounded by a well marked halocline. The sea surface temperature is also
impacted by the change in runoff frequency. Moreover, the current intensity in river plume during flood is
increased. Vertical profiles of salinity and temperature and thus the mixed layer depth are changed when the
runoff forcing is distributed over a depth. Those changes are limited and very local but the realism of the river
runoff input is improved.

1. Introduction

The Mediterranean Sea is a semi-enclosed sea where all of the water
exchanges are concentrated in the Strait of Gibraltar with the Atlantic
Ocean and in the Bosphorus Strait with the Black Sea. Well-known as an
evaporation basin, the loss of water in the atmosphere is compensated
by an inflow of Atlantic water (AW) (Bormans et al., 1986; Mariotti
et al., 2002), which circulates cyclonically at basin scale (see Millot and
Taupier-Letage (2005) for a review). In the Western Basin it forms the
eastward Algerian Current (AC, Fig. 1) and the southwestward
Northern Current (NC, Fig. 1). The latter flows along slope from the
Ligurian Sea to the Balearic Sea. The northern limit of the reservoir of
AW is materialized by the North Balearic Front (NBF, Fig. 1). The as-
sociated eastward recirculation along the northern side of the NBF and

the NC form a cyclonic gyre, interacting with atmosphere, continental
surface and bathymetry (Fig. 1). During wintertime, the dry and cold
regional winds (northerly Mistral and northwesterly Tramontane) can
induce deep water formation in the Gulf of Lion, both by cascading and
open-sea convection (Marshall and Schott, 1999; Houpert et al., 2016;
Testor et al., 2018). During the stratified period, these winds induce
upwelling cells in the Gulf of Lion (e.g. Millot (1990)) and frequent
shallow anticyclonic eddies along its western coast (Rubio et al., 2009;
Hu et al., 2011).

The Mediterranean Sea is also a region frequently affected by heavy
precipitation events (HPEs). Such events are characterized by large
amounts of accumulated rainfall in short time, typically more than
100mm in 24h, associated with mesoscale convective systems (MCSs)
(Ducrocq et al., 2016). Falling over small river catchments that are
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characteristic of the Mediterranean region (Tarolli et al., 2012; Merheb
et al., 2016), these large and sudden precipitation amounts often lead to
devastating flash floods and flooding events, causing damages and
sometimes casualties (Buzzi et al., 1998; Romero et al., 1998; Krichak
et al., 2004; Delrieu et al., 2005; Efstathiou et al., 2014; Ivančan-Picek
et al., 2014)

HPEs and the associated flooding can produce large amount of
freshwater input into ocean. Therefore, river freshwater runoff plays an
important role on coastal regions. Freshwater flows from the river
mouths to the ocean as a plume and previous studies have shown im-
pact on the local circulation (e.g. Brando et al. (2015)). In most of the
cases, water from the plume tends to flow along the coast with the land
on the right in the northern hemisphere due to the influence of the
Earth’s rotation (Simpson, 1997). This low salinity buoyant freshwater
alters stratification in the vicinity of the river mouth. Thus, a variability
of the sea surface salinity (SSS) and the sea surface temperature (SST) is
observed. Sometimes, it can be advected downstream and have an
impact off-shore (Brando et al., 2015; Tseng et al., 2016; Fournier et al.,
2016).

This study investigates the impact of a better representation of river
runoffs in a high-resolution ocean model, with a focus in the Western
Mediterranean area. Indeed, several case studies such as Schiller and
Kourafalou (2010) and Herzfeld (2015) have shown that the way the
river runoff is modeled impacts the river plume area and the mixing
processes in coastal regions. More particularly a vertical distribution of
the runoff flow can reduce low salinity surface bias (Tseng et al., 2016).
The morphology of the plumes is sensitive to wind events and river
discharges (Otero et al., 2008). More especially, in our area of interest,
one of the largest rivers is the Rhône River, flowing in the Gulf of Lion
with an average flow around 1 700m3/s. Its plume can extend far away
(about 40 km) from the coast (Estournel et al., 1997) and presents a
high variability depending on the meteorological conditions and out-
flow forcing (Broche et al., 1998; Estournel et al., 2001).

This study investigates how river plumes are represented and how a
high temporal frequency flow can affect them, especially during floods.
Moreover, we focus on how the heat and salt contents are impacted,
along with the stratification, in the vicinity of river mouths. To evaluate
the sensitivity to the representation of river runoff, the NEMO ocean

Fig. 1. Domains of the two ocean model configurations [bathymetry in meters]: (a) WMED36, (b) NWMED72 and (c) their vertical grids. (d) Coastal runoff (in kg/
m2/s) from climatology kept for W36_DD and W36_HH simulations. In (a,b): Green circles represent the main rivers in the climatology; Red circles represent rivers
added with runoff observations; Coloured lines represent ship/TSG tracks: Marfret−Niolon in green, Téthys II in brown, Europe in red and Barcelona Express in
purple; and yellow circles represent the moored buoys: 1 is GL, 2 is Az and 3 is Ta. In (d): NC is for Northern Current, NBF is for North Balearic Front, CG is for
Cyclonic Gyre and AC is for Algerian Current. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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model is used, forced in surface by the atmospheric forecasts of the
2.5 km horizontal resolution AROME-WMED atmospheric model over a
well-observed autumn period with the occurrence of several HPEs and
river floods in the northwestern Mediterranean area. Two different
ocean configurations are used (Fig. 1a and b), at a 1/36° and 1/72°
horizontal resolutions. The sensitivity is investigated by comparison of
ocean simulations, changing the river forcing in term of realism (cli-
matology vs observations), frequency (monthly, daily, hourly) and
distribution (surface input vs vertical distribution). First step is the
validation of the two different configurations. Then the sensitivity to
the frequency change of river runoff and to a more realistic vertical
distribution of it, is evaluated using several diagnostics on SSS, SST and
local circulation.

This paper is organized as follows: Section 2 presents a description
of the ocean model used with two configurations, of the river runoff
forcing dataset and of the ocean observations used for the validation.
The latter is detailed in Section 3 while Section 4 presents results about
the sensitivity to the different river runoff inputs. Conclusions and
discussions are finally given in Section 5.

2. Context and model description

2.1. HyMeX Campaign

The Hydrological cycle in the Mediterranean Experiment (HyMeX)
international programme (Drobinski et al., 2014) aims to investigate
the hydrological cycle processes with emphasis on high-impact weather
events over the Mediterranean region. Two fields campaigns were or-
ganized during fall 2012 and winter 2013 called Special Observation
Period (SOP1 and SOP2 respectively). The SOP1 from 5 September to 6
November 2012 was particularly devoted to the documentation of
heavy precipitation, with the deployment of more than 200 instruments
on land as well as in the air and at sea (Ducrocq et al., 2014). In par-
ticular, several platforms monitoring the ocean surface and upper layer
were deployed during the campaign. Most of these platforms were lo-
cated in the north-western Mediterranean area and thus provide a va-
luable dataset to validate the ocean simulations.

2.2. Numerical set-up

2.2.1. Configurations
The ocean model used is NEMO (version 3_6) (Madec and the

NEMO Team, 2016) in two configurations. For these two configura-
tions, the common physical parametrizations are the following. The
Total Variance Dissipation (TVD) scheme is used for tracer advection in
order to conserve energy and enstrophy (Barnier et al., 2006). The
vertical diffusion follows the standard turbulent kinetic energy for-
mulation of NEMO (Blanke and Delecluse, 1993). In case of unstable
conditions, a higher diffusivity coefficient of 10m2/s is applied
(Lazar et al., 1999). The sea surface height is a prognostic variable
solved thanks to the filtered free-surface scheme of Roullet and
Madec (2000). A no-slip lateral boundary condition is applied and the
bottom friction is parameterized by a quadratic function with a coef-
ficient depending on the 2D mean tidal energy (Lyard et al., 2006;
Beuvier et al., 2012). The diffusion is applied along isoneutral surfaces
for the tracers using a laplacian operator with the horizontal eddy
diffusivity value νh. For the dynamics (velocity), a bi-Laplacian operator
is used with the horizontal viscosity coefficient ηh.

The first configuration is the sub-regional eddy-resolving config-
uration covering the western Mediterranean basin (Fig. 1a), with a 1/
36° horizontal resolution over an ORCA-grid (from 2 to 2.5 km resolu-
tion) named WMED36 (Lebeaupin Brossier et al., 2014). It uses 50
stretched z-levels in the vertical, with level thickness ranging from 1m
near the surface to 400m at the sea bottom (i.e. around 4000m-depth,
Fig. 1c). The model has two radiative open boundaries: a west open-
boundary at 4.8°W (nearly 60 km east of the Strait of Gibraltar) and a

south open-boundary across the Sicily Channel (37°N). The Strait of
Messina between Sicily and continental Italy is closed. In WMED36, νh
is fixed at 30m2/s and ηh at -1.109 m4/s.

The second configuration covers the northwestern Mediterranean
basin (Fig. 1b), with a 1/72° horizontal resolution (from 1 to 1.3 km
resolution) and is called NWMED72. For this one, a new bathymetry
was built from the interpolation of a 1/120° horizontal resolution to-
pography with a particular attention on the islands, coastlines and river
mouths. 50 stretched z-levels are also used in the vertical but with a
higher refinement near the surface and thus a first level thickness of
0.5 m (Fig. 1c). This configuration has 2 two open boundaries: a south
open-boundary near 38°N south of the Balearic Islands and Sardinia,
and a east open-boundary across the Tyrrhenian Sea (12.5°E). In
NWMED72, νh is fixed at 15m2/s and ηh is fixed at 1. 108 m4/s.

2.2.2. Model forcing and initial conditions
Every simulation begins on 1 September 2012 until the 4 November

2012. In the following, this simulation period will sometimes be called
SOP1 for simplification. Simulations are driven at the air-sea interface
by the heat (the short-wave radiation minus the long-wave radiation
minus the sensible and latent heat fluxes), freshwater (evaporation
minus precipitation) and momentum fluxes taken from the AROME-
WMED forecast (Fourrié et al. (2015), doi:10.6096/HYMEX.AR-
OME_WMED.2012.02.20). This atmospheric forcing dataset was already
used in Lebeaupin Brossier et al. (2014) and Léger et al. (2016) as it
well reproduces, with a high resolution (2.5 km) and frequency (1h),
the SOP1 meteorological conditions.

The initial conditions on the 1 September 2012 for the conservative
temperature (θ) and absolute salinity (S) are provided by the Mercator
Océan daily PSY2V4R4 analysis (1/12° horizontal resolution)
(Lellouche et al., 2013). Ocean velocity is initially null. The open-
boundary conditions (θ, S and velocities U,V) are also provided by the
PSY2V4R4 mean fields at a monthly frequency for WMED36 (as in
Lebeaupin Brossier et al. (2014)) and at a daily frequency for
NWMED72.

2.2.3. River runoff data set
All the rivers used in the simulations are described in Fig. 1a, b and

Table 1. In NWMED72, a total of 28 rivers are considered whereas 38
rivers are considered in WMED36. In this study, we collected river flow
observations to increase the accuracy of the freshwater input. This is
done for the 28 rivers in NWMED72 domain. Daily and hourly ob-
servations for french rivers were collected from the french institute
”Banque Hydro”. Spanish and Italian main rivers observations were
provided by the Ministerio de Agricultura, Alimentación y Medio Am-
biente and by the University of L’Aquila, respectively. For the Ebro and
Jucar Rivers only daily observations were available. The hourly set is
then built from the daily set and consists in 24 consecutive identical
values (Fig. 2b and c). For the Tibre, only hourly observations were
available. So, the daily runoff is built from the average of the hourly set
(Fig. 2a). For each river, runoff observations are taken at the hydro-
logical station the nearest from the river mouth.

The runoff monthly climatology from Beuvier et al. (2010) is also
used. This climatology was built using the climatological average of
Ludwig et al. (2009) dataset to compute monthly runoff values. It is
based on the values of 33 main rivers on the whole Mediterranean sea,
listed in the RivDis database (Vörösmarty et al., 1996). Furthermore, in
this climatology all the runoff of the secondary rivers are gathered and
averaged by subbasin described in Ludwig et al. (2009) and put as a
coastal runoff uniformly distributed over the coastal grid points.

Fig. 2 represents all the runoff time-series available for 4 main rivers
in the northwestern Mediterranean during the SOP1. There is a sig-
nificant difference between observations and climatological data set.
Indeed, on Fig. 2d, which represents the Rhône River, the peak flow of
the Intense Observation Period (IOP) 7a at the end of September and
IOP13 occurring mid October appear clearly with the observations
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Table 1
River mouth location; in italic font the rivers present in the climatology; underlined the rivers only present in WMED36; ”OBS” stands for ”available in observed
data”; ”Clim” for ”contained in the Ludwig et al. (2009)’s climatology”.

River Longitude Latitude Source River Longitude Latitude Source

Var 7.1°E 43.7°N OBS Gravone 8.8°E 41.9°N OBS
Loup 7.1°E 43.7°N OBS Porto 8.7°E 42.3°N OBS
Siagne 6.9°E 43.6°N OBS Liamone 8.7°E 42.1°N OBS
Argens 6.7°E 43.4°N OBS Taravo 8.8°E 41.7°N OBS
Giscle 6.7°E 43.2°N OBS Rizzanese 8.8°E 41.7°N OBS
Gapeau 6.2°E 43.1°N OBS Ebro 0.8°W 40.8°N OBS / Clim
Rhône 4.8°E 43.5°N OBS / Clim Jucar 0.2°W 39.2°N OBS / Clim
Vidourle 4.1°E 43.5°N OBS Tibre 12.2°E 41.7°N OBS / Clim
Lez 3.9°E 43.5°N OBS Moulouya 2.4°W 35.2°N Clim
Herault 3.4°E 43.3°N OBS Tafna 1.4°W 35.3°N Clim
Orb 3.3°E 43.3°N OBS Cheliff 0.1°E 36.1°N Clim
Aude 3.2°E 43.2°N OBS Mazafran 2.8°E 36.7°N Clim
Agly 3.0°E 42.8°N OBS Isser 3.7°E 36.9°N Clim
Têt 3.0°E 42.7°N OBS Sebaou 3.8°E 36.9°N Clim
Tech 3.0°E 42.6°N OBS Soumman 5.1°E 36.7°N Clim
Golo 9.5°E 42.5°N OBS El Kebir 6.0°E 36.9°N Clim
Tavignano 9.5°E 42.1°N OBS Seybouse 7.8°E 36.9°N Clim
Fium-Orbo 9.4°E 42°N OBS Mejerdah 10.6°E 36.8°N Clim
Solenzara 9.4°E 41.9°N OBS
Fango 8.7°E 42.4°N OBS

Fig. 2. Runoff (m3/s) time-series during the SOP1 for (a) Tibre, (b) Ebro, (c) Jucar and (d) Rhône rivers: in black from the Ludwig et al. (2009) climatology, in blue
from the daily data set and in red from the hourly data set. Orange lines mark IOP13 and 16a [see details in Ducrocq et al. (2016)]. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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whereas they are obviously absent in the monthly climatology. In the
following, the freshwater budget is calculated considering the WMED36
domain over the whole period of the simulation. For the climatological
runoff dataset it is about 2477m3/s included 1126m3/s of coastal
runoff which represents almost 50% of the total, whereas the con-
tribution of freshwater for the daily runoff dataset is about 2142m3/s
with 482m3/s for the coastal runoff. The contribution for the hourly
runoff dataset is nearly the same as for the daily runoff dataset with
2137m3/s of total freshwater with 482m3/s of coastal runoff. The total
amount of freshwater is larger in the climatological dataset due to the
coastal runoff added along the coasts to figure all the secondary rivers.
When only considering the main rivers, they have indeed a larger
contribution in the daily and hourly observations than in climatology,
as shown in Fig. 2. In summary, this means that the secondary rivers,
which are now explicitly included, bring less water than the climato-
logical coastal runoff. This, knowing that several rivers are missing in
the observational datasets (notably outside France) but that there are
also large uncertainties in the climatological coastal runoff values. The
daily and hourly observations improves the realism of the river forcing
with a greater spatial and temporal variability. It can also be noticed
that a sub-daily variation of the runoff is observed on Fig. 2a and d.

Consequently, three types of river runoff forcing are applied. In
WMED36 the first simulation named W36_CL uses the climatological
data and coastal runoff on the whole domain. The second one uses daily
observations (Table 1) where available and climatological data over the
south and west subbasins (see, Fig. 1d) and is called hereafter W36_DD.
The last one is the same but with hourly observations and is named
W36_HH. In W36_DD and W36_HH the coastal runoff is as displayed in
the Fig. 1d. Indeed, a part of the coastal runoff is deleted where new
river runoffs observation are added. In NWMED72 the coastal runoff is
never used in order to consider more realistic simulations. The first
river forcing uses climatological data of the 4 majors rivers (Rhône,
Tibre, Ebro and Jucar), called N72_CL, the second one uses daily runoff
observations, called N72_DD, and the last one hourly runoff observa-
tions, named N72_HH.

For each configuration, river mouths are located in the domain
using the nearest grid-point from their exact locations. In all the si-
mulations described before, the river inflow is injected at the surface as
if it was precipitation. The version 3_6 of NEMO allows us to change the
way the river input is applied with the possibility to prescribe it over a
defined depth rather than only at the surface. This method is only used

here with NWMED72. This last simulation called N72_DD_z has the
same characteristics as the one with daily river runoff but the inflow is
distributed over several ocean levels (see Section 4).

3. Validation

In this section, the validation is done by comparison of the simu-
lations against several ocean surface observations using data from
moored buoys, ships and satellites. For all of them, only values with the
highest quality index are kept for validation.

The observed dataset is inhomogeneous in space and time (see Fig.
S1 and - Table S1 in the supplement). The simulated SSS (Sea Surface
practical Salinity) and SST (Sea Surface potential Temperature) were
extracted from the model at the nearest grid point of the ocean ob-
servation locations. The closest output in time is also chosen, knowing
that, WMED36 outputs are given every 3 hours whereas NWMED72 has
hourly outputs for ocean surface fields. For each observed dataset, a
comparison is done via several scores such as the bias (model minus
observation), the root mean square error (RMSE) and the correlation
coefficient over the simulation period, from the 1 September to the 4
November. Although all the simulations have been compared to ob-
servations, this section mainly presents the results of W36_CL and
N72_CL for more clarity. This also permits to complement the validation
works of Lebeaupin Brossier et al. (2014) and Léger et al. (2016) that
used the WMED36 configuration with the climatological runoff forcing.

First, moored buoys give the observed series of atmospheric para-
meters (2m-temperature, 2 m-humidity, 10m-wind speed, direction
and gust intensity, mean sea level pressure), wave parameters (height
and period), as well as ocean parameters (SST and SSS). The SST and
SSS observations of three buoys are used in this study (see Fig. 1b), the
Lion buoy (hereafter GL, located at 4.7°E-42.1°N) and the Azur buoy
(hereafter Az, at 7.8°E-43.4°N) of Météo-France, and, the Tarragona
buoy (hereafter Ta at 1.5°E–40.7°N) of Puertos del Estado. Tables 2 and
3 summarize the scores against buoys. In W36_CL, the SST is in good
agreement with the GL and Ta buoys with a negative bias of less than
0.4 °C and a correlation coefficient above 0.9 (Fig. 3d and f). For the Az
buoy, the bias is higher due to an overestimation in late October
(Fig. 3b) that is explained by a transport of warmer water by the NC.
Still, a good correlation coefficient is obtained over the period
(Table 2). In N72_CL, the bias is reduced at the Az buoy with an im-
provement of the correlation coefficient. Yet an overestimation is

Table 2
Scores (bias in °C, RMSE in °C, correlation) for SST compared to the three moored buoys (GL, Az, Ta), the Marfret-Niolon Thermosalinograph (MN), the Téthys II TSG
(TY) and the Europe and the Barcelona Express TSGs (Eu, Ba).

GL Az Ta

Bias RMSE Corr. Bias RMSE Corr. Bias RMSE Corr.

W36_CL -0.37 0.83 0.92 1.36 1.68 0.86 -0.20 0.60 0.96
W36_DD -0.37 0.83 0.92 1.36 1.68 0.86 -0.19 0.59 0.96
W36_HH -0.37 0.83 0.92 1.35 1.68 0.86 -0.19 0.59 0.96
N72_CL -0.40 0.84 0.92 1.06 1.33 0.92 0.38 0.75 0.94
N72_DD -0.31 0.90 0.89 1.06 1.34 0.92 0.37 0.75 0.94
N72_HH -0.27 0.92 0.88 1.06 1.34 0.92 0.37 0.74 0.94
N72_DD_z -0.30 0.90 0.88 1.07 1.34 0.92 0.38 0.75 0.94

MN TY EuBa

Bias RMSE Corr. Bias RMSE Corr. Bias RMSE Corr.

W36_CL 0.71 1.43 0.89 0.73 1.44 0.74 1.93 2.14 0.76
W36_DD 0.71 1.43 0.89 0.73 1.44 0.74 1.93 2.14 0.76
W36_HH 0.71 1.42 0.89 0.73 1.44 0.74 1.93 2.14 0.76
N72_CL 0.47 1.3 0.89 0.77 1.34 0.82 1.37 1.85 0.71
N72_DD 0.46 1.31 0.89 0.49 1.31 0.76 -0.12 3.39 0.59
N72_HH 0.46 1.31 0.89 0.76 1.34 0.82 0.66 2.80 0.58
N72_DD_z 0.45 1.30 0.89 0.76 1.34 0.82 -0.25 0.62 0.99
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Table 3
As Table 2 but for SSS, bias and RMSE in psu.

GL Az Ta

Bias RMSE Corr. Bias RMSE Corr. Bias RMSE Corr.

W36_CL −0.14 0.16 0.14 −0.25 0.27 0.08 -0.48 0.55 0.18
W36_DD −0.14 0.16 0.14 −0.25 0.26 0.07 −0.49 0.55 0.21
W36_HH −0.14 0.16 0.14 −0.25 0.26 0.06 −0.49 0.55 0.21
N72_CL −0.15 0.18 0.33 −0.25 0.26 0.24 −0.52 0.56 0.28
N72_DD −0.16 0.19 0.39 −0.25 0.27 0.24 −0.51 0.55 0.24
N72_HH −0.16 0.19 0.41 −0.25 0.27 0.24 −0.51 0.55 0.23
N72_DD_z −0.16 0.19 0.42 −0.25 0.27 0.24 −0.51 0.55 0.22

MN TY EuBa

Bias RMSE Corr. Bias RMSE Corr. Bias RMSE Corr.

W36_CL −0.30 0.48 0.67 −0.22 0.40 0.02 0.51 2.44 0.63
W36_DD −0.30 0.49 0.67 −0.22 0.40 −0.01 0.48 2.44 0.63
W36_HH −0.30 0.49 0.67 −0.22 0.40 −0.01 0.48 2.44 0.63
N72_CL −0.28 0.48 0.53 −0.22 0.42 0.01 0.92 3.33 0.26
N72_DD −0.32 0.50 0.57 −0.22 0.42 −0.01 −0.76 5.05 0.52
N72_HH −0.32 0.50 0.57 −0.23 0.42 0.10 −0.33 4.77 0.47
N72_DD_z −0.32 0.50 0.57 −0.23 0.42 0.09 −0.38 4.31 0.54

Fig. 3. Observed and simulated (a,c,e) SSS and (b,d,f) SST time-series during the SOP1 for the (a,b) Azur [Az], (c,d) Lion [GL] and (e,f) Tarragona [Ta] buoys. IOP13
and 16a are underlined in orange. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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observed at the end of the simulation also due to the NC in this place.
For the GL buoy, after the 20 October (Fig. 3d), an overestimation is
noticed. This is due to the buoy location, south of the NBF, in warmer
water. The SSS for all three buoys are not very well reproduced with
correlation around 0.2. A quasi-constant underestimation of the SSS is
found (Table 3) which is mostly inherited from the initial conditions
and a high variability with peaks is simulated (Fig. 3). All of those
peaks, present both in W36_CL and N72_CL, are due to precipitation in
the atmosphere forcing and each one can be related to different IOPs:
IOP13 from the 13 to 16 October with a first phase along the Catalan
coast (Fig. 3e) and a second along the French Riviera (Fig. 3a) (Rainaud
et al., 2016; Duffourg et al., 2018), IOP15b between the 20 and 22
October impacting the Gulf of Lion (Fig. 3c) (Chazette et al., 2016) and
the IOP16a between 24 and 26 October (Duffourg et al., 2016), visible
on all three buoys (Fig. 3). Even though the simulated peaks produce
too low SSS, most of them are present in the observation. N72_CL and
W36_CL differ at the end of the simulation for the Ta buoy where
W36_CL has cooler and saltier water than N72_CL (Fig. 3e and f). This is
due to the eddy present in the N72_CL which keeps the warmer and less
salty water apart from the colder and saltier water offshore. In W36_CL,
this eddy is farther from the coast, so the water from the Gulf of Lion
reaches the Catalan coast.

Surface in-situ SST and SSS data were collected with thermo-
salinometers on board of several ships. The Marfet-Niolon freighter
(hereafter MN) made weekly round trips between France (Marseille)
and Algeria (Mostaganem, Algiers) (Fig. 1a). In the context of the
HyMeX program, MN was equipped with a thermosalinometer (TSG) as
part of the TRANSMED network (Taupier-Letage et al., 2014). SST was
measured with a high-quality sensor SBE38 whereas the surface salinity
was obtained with the TSG SBE45 (see TRANSMED Website for more
details) along the different routes crossing the western basin shown in
Fig. 1a. The TSG data of several others ships, such as the R/V Téthys II
(TY), the R/V Europe (Eu) and the container ship Barcelona Express

(Ba) (Fig. 1a and b), were collected in the operational Coriolis database
and used here to validate the simulations. The comparison to TSG da-
taset is done using the first model level, knowing that the depth of the
TSG measurement could vary (1–3m) between ships in space and time,
and also for a same ship due to its cargo.

The validation against TSG is done in Figs. 4 and 5 showing the
biases along ship tracks during the SOP1. The scores are summarized in
Tables 3 and 2. The results show that the SSS underestimation concerns
the whole domain. For the SST, a positive bias is observed. Yet, a good
correlation is obtained for both W36_CL and N72_CL simulations
especially for the MN (correlation around 0.9). More locally some areas
are subject to a lot of SSS and SST variability like the Catalan coast and
river mouths. For example, a zoom on the Rhône River mouth is shown
in Figs. 4 and 5 where TSG data are available. In both W36_CL and
N72_CL, the SSS is mainly overestimated compared to observations.
This can indicate that the influence of the Rhône plume is too small and
does not affect enough the SSS at the TSG location (see also Fig. S1 in
the supplement). The SST has mainly a positive bias in W36_CL which is
reduced in N72_CL. However, bias values vary a lot from one ship to
another and can be explained by the date of the sampling which may
differ between ships and so as the ocean process sampled.

In order to enlarge the validation, we use satellite observations of
SST available during the SOP1 from two different sources. The first
satellite SST dataset comes from the Metop-A platform equipped with
the Advanced Very High Resolution Radiometer (AVHRR) Pathfinder
instrument. The L3P SST product used here is retrieved from the
AVHRR infrared channels by using a multispectral technique, applying
a re-mapping onto a 0.02°-resolution grid and a cloud mask. It is
available twice a day (at midnight and noon). The second satellite SST
dataset is obtained using the Spinning Enhanced Visible and InfraRed
Imager (SEVIRI) data on the Meteosat Second Generation (MSG) sa-
tellite. SST is retrieved from the SEVIRI infrared channels (10.8 and
12.0 µm) using a multispectral algorithm that accounts for regional and

Fig. 4. N72_CL SSS (psu) [upper panels] and SST (°C) [lower panels] bias maps compared to TSG data for all ships tracks over the western Mediterranean (a,e,) and
over a zoom near the Rhône river mouth for the MN (b,f), the Eu (c,g) and the TY (d,h) tracks.
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seasonal biases due to changing atmospheric conditions. The L3C pro-
duct is obtained first by aggregating all 15 min SST data available in
one hour time (the priority being given to the value the closest of the
nominal time) and then by remapping over a 0.05° regular grid. Both
dataset (METOP-L3P and SEVIRI-L3C) were developed by the Group for
High Resolution Sea Surface Temperature (GHRSST) and are produced
by the European Organization for the Exploitation of Meteorological
Satellites (EUMETSAT), Ocean and Sea Ice Satellite Application Facility
(OSI SAF) in France. They were made available on the HyMeX database
by Centre de Meteorologie Spatiale (CMS) of Météo-France. Their
coverages sample the whole WMED domain but depend on the cloud
cover. Only satellite SST observations over the North-Western
Mediterranean Sea (Fig. 1b) are considered for the validation to be
consistent between the two configurations. For each SST satellite da-
taset, METOP-L3P and SEVIRI-L3C, the mean score for a day is calcu-
lated. The evolution of the scores along the SOP1 is shown in Fig. 6. The
temporal evolution of the observation availability per day is also dis-
played on Fig. 6g and h. For METOP-L3P, it shows a good correlation
with an average of 0.7 for both W36_CL and N72_CL. Days with weak
values of correlation can be related to days with less data, i.e larger
cloud covering (Fig. 6g). In average the bias value is around 0.55 °C for
W36_CL and it is reduced to 0.37 °C for N72_CL. For SEVIRI-L3C, both
simulations show a reduction of the bias (Fig. 6). This is explained by
the frequency of observations (every hour) more in agreement with the
frequency of the model outputs. In W36_CL, the bias is reduced to 0.3 °C
and in N72_CL to 0.2 °C. The correlation is still around 0.7. Comparing
with both METOP-L3P and SEVIRI-L3C, a reduction of the bias in
N72_CL is found compared to W36_CL. This suggests mainly that the
finer horizontal resolution allows a better representation of the SST at
fine scale. Furthermore, the improvement in general of the scores in
N72_CL might also be affected by the realistic boundary conditions
prescribed closer than in W36_CL and impacting directly the area
evaluated.

To summarize, the W36_CL and N72_CL simulations give a good

representation of the sea surface over the basin. Yet, there is still some
issues with some specific areas with larger biases such as close to the
river mouths, along the Catalan coast with the effect of the NBF and
along the French Riviera impacted by the NC. Moreover, models tend to
underestimate the SSS and especially the rapid decreases after HPEs.
Several causes can produced the too strong SSS responses to pre-
cipitation: errors in precipitations in AROME-WMED in terms of in-
tensity, a more refined vertical grid in N72 and a too small vertical
diffusion. This latter aspect has been investigated with an increase of
the vertical diffusivity coefficients (Fig. S2 and dummyTXdummy-
(Table S2 in the supplement) that does not show significant improve-
ment. The increase in resolution from W36_CL (1/36°) to N72_CL (1/
72°) shows some improvements on the SST and the SSS over the basin
with bias reduction and slightly higher correlation coefficients.

The validation was also done for the others simulations using daily
and hourly runoffs. They do not showed large modification on average
over the SOP1 (see Tables 2 and 3 and Figs. S3 to S6 in the supplement)
but significant differences are found locally or for short periods of time
and this will be discussed on the next section.

It appears that few observations are available close to river mouths,
especially when considering the salinity. This makes difficult to clearly
evaluate the possible improvements (or degradations) in the ocean si-
mulation when changing the runoff forcing. So, only the sensitivity is
considered in the following section.

4. River runoff input sensitivity

In this section, the goal is to better understand the impact of several
runoff representation on the SSS, SST and local circulation. Only results
from the NWMED72 configuration will be described as the validation
showed scores improvements with resolution and the experiment with a
vertical distribution of runoff was only done with N72_DD_z. Different
cases will be studied to focus on the SOP1 flood events.

Fig. 5. As Fig. 4 but for W36_CL.
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4.1. Temporal variation of runoff

4.1.1. Impact on the stratification : The example of the IOP16a
From 25 to 28 October 2012, several MCSs affected the north-

western Mediterranean area causing heavy precipitation and flooding
in the south-east of France. This event known as the IOP16a is notably
described in details in Ducrocq et al. (2014) and Duffourg et al. (2016).

A peak flow was observed in the Côte d’Azur region and Figs. 7a and
c show the differences between N72_DD and N72_CL (Fig. 7b and d the
difference between N72_DD and N72_HH) of the simulated SSS and SST,
for the 27 October in this area. River plumes marked by low SST and
SSS are clearly seen along the coast in N72_DD whereas they are absent
in N72_CL. Indeed, in N72_DD, the SSS is reduced by more than 1 psu
compare to N72_CL (Fig. 7a). Fig. 7e and f show the differences in the
Mixed Layer Depth (MLD). The MLD is based on a criterion on density
(ρc = 0.01 kg.m 3) and on the frequency of Brunt–Väisälä, N, that
characterize the ocean stratification. Therefore, the MLD (h) satisfies
the relation N dz g ,m

h c
1

2

0
with g the gravity and ρ0 is the reference

density of 1026 kg.m 3. In the vicinity of the river mouths, the presence
of fresh (very light) water close to the surface increase the stratification
of the upper layer and the MLD bounded by this salt barrier is generally
small. The larger differences are found between N72_DD and N72_CL
and can reach more than 15m which represent locally a reduction by

more than 80% of the N72_CL MLD. The differences between N72_DD
and N72_HH are lower in term of MLD but still can represent mod-
ifications by 30% to 100%. The thinning of the ocean mixed layer
(OML) enhances its sensitivity to the atmospheric forcing. Indeed, the
thinner the OML, which is at the interface between the low-atmospheric
levels and the ocean thermocline, the more sensitive it becomes to at-
mospheric forcing. As a consequence of this increase in stratification,
the response in SST becomes stronger. Differences in simulated SST
close to river mouths can reach 2 °C between N72_DD and N72_CL
(Fig. 7c).

Looking more locally on the French Riviera, close to the Argens
River, Fig. 8 shows the evolution of the vertical profile of salinity and
temperature during 27 October at a point near the river mouth (see the
red circle in Fig. 7e). Since the Argens River is not represented in the
climatology data set, the ocean profile is well mixed in N72_CL. Indeed,
there are no variations in salinity or in temperature nor at the surface
nor deeper in the ocean. The hourly observations of the Argens river
show that the peak flow occurs early in the morning and then decreased
along the day. This decrease is taken into account in N72_HH, whereas
in N72_DD the peak flow is smoothed and happens ”artificially” in the
middle of the day (not shown). In the morning, the stratification is
larger in N72_HH with colder and fresher water near the surface. Thus,
a maximum difference of about 33 psu and 7 °C at the surface is found

Fig. 6. Time-series of the simulated SST bias (°C) (a,b), RMSE (°C) (c,d) and correlation coefficient (e,f) against the Metop-L3P (a,c,e) and Seviri-L3D (b,d,f) satellite
data in the north–western Mediterranean area. The number of data/pixels available each day is indicated in the lower panels (g,h).
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between N72_HH and N72_CL and of 15 psu and 4 °C between N72_DD
and N72_HH. In the afternoon, the stratification in N72_HH is smaller
than in N72_DD. During the day the spatial extent of the river plume
differs between N72_DD and N72_HH due to the higher frequency in

N72_HH. This also explains the differences of SSS and SST, shown in
Fig. 7b and d, of, respectively, more than 1 psu and almost 2 °C. The
cooling at the end of the day is due to the set up of an upwelling caused
by an intense episode of Mistral over the Gulf of Lion which intensifies

Fig. 7. Differences in the daily mean (a,b) SSS (psu), (c,d) SST (°C) and (e,f) MLD (m) between N72_DD and N72_CL (a,c,e) and between N72_DD and N72_HH (b,d,f)
for the 27 October 2012 (IOP16a). Red circle (e) is the location of the vertical profiles shown in Fig. 8. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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on 28 October (Lebeaupin Brossier et al., 2014; Rainaud et al., 2016;
2017).

4.1.2. Plume and ocean surface circulation
The amount of freshwater input from rivers forms a plume in the

ocean. Fig. 9 represents the evolution of the Ebro plume surface during
the SOP1 for the three NWMED72 simulations. The area is delineated
over a domain around the Ebro river mouth with a SSS below 37 psu.
On average, the surface of the river plume is 5 times higher in N72_DD
than in N72_CL, whereas the plume surface evolution is similar between
N72_DD and N72_HH (Fig. 9). This shows that using daily or a hourly
frequency do not have a great influence on the extent of the river
plume. A high variability is found, even in N72_CL, as large peaks are
found related to low-salinity lenses caused by the precipitation that
artificially increase the ”plume” surface. Several decreases in the sur-
face are also noticed, mainly in N72_DD and N72_HH, and can be due to
various factors such as a decrease in the river flow, a modification of the

wind velocity or direction leading to coastward advection or to higher
mixing or modification in the circulation in the area.

Another approach is to look at the SSS variability over the SOP1 to
estimate the extent of the plume (Fig. 10a). It is shown for a zoom in the

Gulf of Lion. The variability is computed as
SSS SSS

N
( )i

N
i

2

and

high values give the influence area of the river plumes. The Rhône river
plume appears clearly and have the largest variability. The variability is
larger in N72_DD than in N72_CL (Fig. 10b) and river plumes such as for
the Aude or the Orb, which are not present in N72_CL, appear along the
coast. Here, SSS variability between N72_DD and N72_HH appears quite
similar as the differences are very small (Fig. 10c) and confirm previous
results on the Ebro case considering plume extent.

Fig. 11a shows SSS and surface current velocity differences between
N72_DD and N72_CL over the Gulf of Lion, on the 14 October 2012. This
date corresponds to the IOP13 when the Rhône River reached a peak
flow (Fig. 2). Most of the differences between simulations are located in
the NBF, mainly due to small modifications in the circulation (not
shown), and near the Rhône River mouth (Fig. 11a). Fig. 11b displays
the surface current direction in the Gulf of Lion for N72_DD and N72_CL
and the shade quantify the change in the current direction between the
two simulation. Even if the general direction of the current is globally
unchanged we can notice some local differences in the Rhône River
plume (up to 30°). The largest differences in velocity near river mouths
can first be explained by the filtered free surface elevation scheme of
Roullet and Madec (2000) that produces a larger additional force in the
momentum equation in response to a larger runoff input at the river
mouths as found here with the better represented Rhône River flood in
N72_DD. In addition, the spreading of freshwater over a heavier fluid
results in a decrease in potential energy as it is partially converted into
kinetic energy and thus in an intensification of the plume-induced cir-
culation (Chao and Boicourt, 1986). Comparing N72_DD and N72_HH,
differences of current intensity are small and do not exceed 0.04m/s in
this area (not shown).

To summarize, changing from climatological runoff forcing to daily
forcing has a significant impact on the local ocean surface and strati-
fication. Indeed, during flood events the SSS and SST are lower, when
using daily observations, in the vicinity of river mouths. The impact is
also observed on the representation of the river plumes becoming larger
and thus extend their influence. Furthermore, the current intensity

Fig. 8. (a) Salinity and (b) temperature vertical profiles near the Argens river mouth (see Fig. 7e) during the 27 October 2012 (IOP16a) with a zoom for the 6m upper
layer: N72_CL in green, N72_DD in red and N72_HH in black. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 9. Simulated time-serie of the Ebro surface plume (m2) during the SOP1.
The upper histogram in blue indicates precipitation rate in kg/m2/s on average
over the area in the AROME atmospheric forcing. (For interpretation of the
references to color in this figure legend, the reader is referred to the web ver-
sion of this article.)
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Fig. 10. (a) SSS variability (psu) over the Gulf of Lion during the SOP1 for N72_DD and differences in SSS variability between N72_DD and (b) N72_CL, (c) N72_HH
and (d) N72_DD_z.

Fig. 11. Differences between N72_CL and N72_DD over the Gulf of Lion for the 14 October 2012 (IOP13) in (a) SSS (psu) and (b) current direction (° positive
clockwise). Colored contours in (a) represent the differences in current velocity (every 0.05m/s). Black [red] arrows in (b) represent the surface current in N72_CL
[N72_DD]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 12. 27 October 2012 (IOP16a): Differences in the daily mean (a) SSS (psu), (b) SST (°C), (c) MLD (m), and for a vertical cross section (shown by the red line in c)
in (d) salinity (psu) and (e) temperature (°C). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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within the plumes is increased and the current direction is slightly
modified. When changing from daily to hourly runoff forcing, the
overall impact is smaller regarding period of time of several months
such as the SOP1.

Similar comparisons were done for the WMED36 configuration (not

shown) and lead to the same conclusions.

4.2. Depth sensitivity

In this section, the impact of a vertical distribution of the runoff

Fig. 13. (a,c) SSS (psu) and (b,d) SST (°C) bias maps compared to TSG data from the Eu for N72_DD (a,b) and N72_DD_z (c,d). (e,f) differences between N72_DD and
N72_DD_z along the Eu TSG track.
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forcing is examined. Indeed, the depth in which the flow is homo-
geneously distributed can be imposed or calculated inline via a linear
expression which is now made available in NEMO v3_6. It takes into
account a maximum depth (depth_ max in meter) and a maximum
runoff (run_ max in kg/m2/s). Therefore, the depth over which
the river runoff will be prescribed is calculated as

=runoff depth depth
run

zrnf_ _ max
_ max

* with zrnf the maximum value of

runoff for a specific river over a period of time. In our case, we choose
to compute once and for all the depth for each river with

=depth_ max 7 m corresponding to 14 levels in NWMED72,
=run_ max 0.6 kg/m2/s and zrnf the maximum runoff for the con-

sidered river over the SOP1. run_ max is defined just above the max-
imum value of the Rhône River taken as reference since it represents the
biggest river inflow during our period of simulation. Following the
same rule, depth_ max is defined to 7 m compared to the bathymetry
depth at the Rhône River mouth.

Fig. 12 shows for 27 October, the surface and vertical sections of the
salinity and temperature differences between N72_DD and N72_DD_z
near the Argens River whose runoff input is over 1m depth representing
2 levels in our model. In N72_DD_z, the surface water is warmer and
saltier whereas the water ”deeper” is colder and less salty than in
N72_DD in range of more than 1 psu and 1 °C. The MLD differences over
the French Riviera between N72_DD and N72_DD_z are only about few
meters (Fig. 12c) but the MLD is increased by 70% at some points near
the river mouths in N72_DD_z compared to N72_DD(not shown). The
SSS variability differences between N72_DD and N72_DD_z over the
whole SOP1 (Fig. 10d) confirm that the major changes are located close
to the river mouths.

Like for the others simulations the validation of N72_DD_z was done
and scores are shown in Tables 2 and 3. Generally, the scores for
moored buoys and TSG in SST and SSS are the same as for N72_DD, or
slightly better in some case. TSG biases of N72_DD and N72_DD_z are
comparable between the two simulations over the domain.

More locally looking at the Europe ship, SSS (Fig. 13a and c) and
SST (Fig. 13b and d) biases showed significant differences. Indeed,
Fig. 13e and f represents SSS and SST differences between N72_DD and
N72_DD_z. Large variations are only located in the vicinity of the
Rhône River mouth and can reach more than 1 psu and 3 °C. Indeed,
near the Rhône River mouth in N72_DD the SST is mainly under-
estimated compared to the observations (Fig. 13b). In N72_DD_z the
biases are reduced with an increase of the SST (Fig. 13d). This is due to
the vertical redistribution of the input flow that brings less freshwater
at the surface but more in the levels below. Indeed, when the river
flow is injected in surface, it induces a very thin layer of freshwater
and induces a marked salt barrier in the very first meters (1–2 m-
depth) of the ocean. This salt barrier thus bounds an internal mixed
layer that isolates the layer(s) below from the air-sea interactions. It
means that for identical sea surface fluxes, the response of the internal
layer will be more intense than for a “typical” mixed layer of 20 to
30m-depth. When the river flow is injected along a depth, the internal
layer is in fact thicker and the salt barrier is less marked. So, due to
this (high but) lower stratification in the very upper layer and in case
of heat loss, the temperature of the internal layer will decrease less
than when runoff forcing is applied in surface [but the cooling will
affect a deeper layer (5–7 m-depth)]. The SST decreases but to a lesser
extent. And finally, for a same river flow and same atmospheric for-
cing, it leads to a warmer SST when the flow is vertically distributed.
The SSS is also impacted, notably in the influence area of the Rhône
plume where the SSS values in N72_DD_z are mostly higher than in
N72_DD.

To summarize, the vertical distribution of the runoff is impacting
the ocean salinity and temperature near river mouths with saltier and
warmer water at the surface than below. The stratification is thus re-
duced and the MLD is increased.

5. Conclusion

Heavy precipitation events occurring in the northwestern
Mediterranean basin have a significant impact on the river runoff
producing brief and large amount of freshwater running to the sea. Such
events constitute major contributions to the water cycle of the region
and concern the three Earth compartments: atmosphere, continental
surface and ocean.

This study investigates the ocean sensitivity to river forcing. In
addition, it allows a first validation of a new ocean configuration over
the northwestern Mediterranean basin at 1/72° horizontal resolution.
The results of the NEMO ocean model simulations using three types of
runoff forcing (monthly climatology, daily and hourly observations)
were compared to ocean in-situ observations collected during the SOP1
and satellite data. They showed an agreement with observations on
average even if the model tend to underestimate the SSS. Indeed,
overestimation of SSS decreases and SST diurnal cycle are noticed.
Considering this, our model might overestimate coastal oceanic re-
sponses to flood event in the results discussed in this paper. A test with
higher vertical diffusivity coefficients for tracers and momentum does
not lead to significant improvement. In fact, such oceanic responses
strongly depend on the atmospheric flux forcing. Moreover, for N72,
our changes in the description of the vertical levels in the ocean might
have enhanced the large response of the first layer. So, this problem
might be more complex and requires further investigation and notably
sensitivity tests on vertical mixing scheme and comparison to what is
used for example in operational oceanography for regional models such
as at Mercator-Océan. In any case, more salinity observations over the
domain and especially near the coast and in the mixed layer would have
been useful for validation and in order to better assess the modifications
of simulations using runoff observations. To go further in the process of
validation, satellite images of chlorophyll could be used to look at the
extent and shape of river plumes. However, this implies to correctly
relate chlorophyll with modelled tracers. And such evaluation is diffi-
cult in the absence of a biogeochemistry compartment in the model.

Then, a detailed comparison between the simulations were done
showing large differences on the ocean stratification. During flood
events in particular, the SSS is significantly impacted near river mouths.
Indeed, observed runoff values allowed to describe the high frequency
variability and thus the peak flows. Thus, the extent and variability of
river plumes are drastically increased. Large reduction of the MLD is
noticed in the vicinity of river mouths in the simulations with observed
runoff forcing compared to those using the climatology. This leads to a
modification of the SST, as the smaller the MLD is, the higher the re-
sponse of the ocean mixed layer to the atmospheric forcing is in this
area. In future work, the coupled AROME-NEMO system will be used in
order to better assess the impact on the air-sea fluxes and on the low-
level atmospheric conditions. The current intensity is also increased in
the river plume when using runoff observations, in response to the free
surface elevation related to the larger amount of incoming freshwater
during flood.

Smaller differences are found when comparing simulations using
daily and hourly observed forcing. In both cases, the peak flow is well
represented but a delay can be artificially introduced in simulations
using daily dataset, as in that case the peak flow always happen at noon
due to the NEMO time interpolation. This has an impact mostly on the
extent of the plume and thus locally on the SSS, SST and MLD.

Finally, a simulation where the runoff is vertically distributed shows
local impacts. The salinity and the temperature are changed in surface
but also on the ocean levels below. This is due to the lower contribution
of freshwater at the surface than deeper. The MLD and the stratification
are also changed such as the plume variability near river mouths.

To conclude, the need of using observed runoff data with a high
temporal frequency (daily, hourly) to drive ocean models has been il-
lustrated here, especially in case of floods. Indeed, such realistic forcing
allows to well reproduce the ocean response to flood event, in term of
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stratification and plume dynamics. Nowadays, almost all European
ocean forecast centers use monthly mean runoff datasets (Lellouche
et al., 2013; Tonani et al., 2014). Therefore the results obtained here
show that the use of a higher runoff frequency in forecast system can
strongly impact the ocean circulation and stratification in particular in
coastal areas. Nevertheless, the use of high frequency river runoff ob-
servations requires to collect a large amount of data. Thus, an [and
sometimes several] updated and maintained database is [are] needed.
In addition, the data collection can be difficult particularly when the
studied domain covers several countries. The use of a vertical input for
river runoff demands also accurate information about each river depth
in the domain and that can be difficult to collect. Nevertheless, the si-
mulation appears to be more realistic.

A way to describe the strong river flow variations properly could be
to use river runoff forecasts (at a daily or hourly time step) from a
hydrometeorological model and/or a box model approach (Verri et al.,
2018). More broadly, this finally calls for the development of integrated
prediction systems, that are of strong interest for coastal regions that
have a huge vulnerability to severe hazards in many aspects such as
urbanization, floods, pollutant, marine ecosystems or erosion.
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